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- A winning coalition in a simple game is a subset $A \subseteq X$ with $v(A)=1$.
- The marginal function of player $i$ is

$$
\partial_{i} v(A)=v(A)-v(A \backslash\{i\}) .
$$
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$$

and

$$
q_{F}^{*}(G)=\sum_{S \subseteq X}\binom{n}{|S|} \mu_{n}(|S|) \partial_{i} v(S) .
$$

- The second is always a value (or allocation) that depends only on the size of the subset.

| Name | $F(n, k)$ | $\mu_{n}(k)$ | Value on voting game |
| :--- | :--- | :--- | :--- |
| Coleman/Banzhaf | $2^{-n} \sum_{j \geq k}\binom{n}{j}$ | $\operatorname{Bin}(1 / 2)$ | $3 / 4=0.75$ |
| Shapley | $1-H_{k-1} / H_{n}$ | $\operatorname{Unif}(1 . . n)$ | $36 / 50=0.72$ |
| $Q_{0}^{*} / q_{0}^{*}$ | $1-k /(n+1)$ | $\operatorname{Unif}(0 . . n)$ | $2 / 3 \approx 0.67$ |

## Another connection to the Shapley value

- In applications of Shapley the grand coalition is always winning and we seek to divide up the surplus.
$\Rightarrow$ In some applications the grand coalition is not winning (e.g. the voting game example above).
- If we allow this, our $q_{F}^{*}$ are precisely analogous to semivalues and the characterization theorem of Dubey, Neyman \& Weber (1981) extends naturally.
- In this new model, $a_{0}^{*}$ is the exact analog of the Shapley value.
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- Finding applications of new values such as $q_{0}^{*}$. We give applications to manipulability of voting rules. Perhaps machine learning applications?
- $Q_{0}^{*}$ appears better than Coleman in discriminating between simple games, and should be studied more.
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