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- Axiomatically nice mechanisms often over-optimize a single criterion, corresponding to extreme points in the "space of mechanisms"
- We need to explore the interior of that space.
- Axiomatic approaches use inherently worst case reasoning, when sometimes the average case is more relevant.
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- For voting rules, strategyproofness usually leads to dictatorship, and hence low welfare.
- Other examples: Serial Dictatorship for house allocation (below) is strategyproof and efficient but sacrifices welfare and particularly fairness.
- The DA mechanism below for school choice is strategyproof for students but is known to give lower welfare than IA (Boston) under a wide variety of scenarios [4, 6] but not all [2]
- Strategic behavior cannot be ignored but in many situations (incomplete information, heterogeneous preferences, complex mechanisms) it happens rarely.
- I concentrate on truthful behavior of agents, hence on underlying allocation algorithms rather than mechanisms.
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## A Christmas party game

- A department Christmas party in 2014: Yankee Swap was played.
- Each person brings an item and they are placed in a pile.
- One person takes a gift. The others in turn can either take one from the pile, or steal one from someone else.
- | realized that it was essentially a decentralized allocation algorithm, and the effort to understand it led to some (IMHO) important concepts.
- We need rules to prevent infinite cycling. For example, no one can take a given present again unless the number of presents in the pile has decreased.
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- Note that there may be a choice of which $b$ to eject.
- The order of proposals is not important, provided preferences are all strict.
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- Instead, we could declare that inside each priority class, a proposing student is always accepted ("Accept-Last"), and we eject an already assigned student to make room, if necessary.
- We would still need to specify which student is ejected. A common tiebreak order for all schools is one way.
- This gives two more algorithms analogous to IA and SD, one using a queue and one a stack.
- We have incorporated the stealing aspect of Yankee Swap.


## Another dimension: tiebreaking inside priority classes

- Under IA and SD each school rejects proposals if there are no seats left.
- Instead, we could declare that inside each priority class, a proposing student is always accepted ("Accept-Last"), and we eject an already assigned student to make room, if necessary.
- We would still need to specify which student is ejected. A common tiebreak order for all schools is one way.
- This gives two more algorithms analogous to IA and SD, one using a queue and one a stack.
- We have incorporated the stealing aspect of Yankee Swap.


## Another dimension: tiebreaking inside priority classes

- Under IA and SD each school rejects proposals if there are no seats left.
- Instead, we could declare that inside each priority class, a proposing student is always accepted ("Accept-Last"), and we eject an already assigned student to make room, if necessary.
- We would still need to specify which student is ejected. A common tiebreak order for all schools is one way.
- This gives two more algorithms analogous to IA and SD, one using a queue and one a stack.
- We have incorporated the stealing aspect of Yankee Swap.


## Another dimension: tiebreaking inside priority classes

- Under IA and SD each school rejects proposals if there are no seats left.
- Instead, we could declare that inside each priority class, a proposing student is always accepted ("Accept-Last"), and we eject an already assigned student to make room, if necessary.
- We would still need to specify which student is ejected. A common tiebreak order for all schools is one way.
- This gives two more algorithms analogous to IA and SD, one using a queue and one a stack.
- We have incorporated the stealing aspect of Yankee Swap.


## Another dimension: tiebreaking inside priority classes

- Under IA and SD each school rejects proposals if there are no seats left.
- Instead, we could declare that inside each priority class, a proposing student is always accepted ("Accept-Last"), and we eject an already assigned student to make room, if necessary.
- We would still need to specify which student is ejected. A common tiebreak order for all schools is one way.
- This gives two more algorithms analogous to IA and SD, one using a queue and one a stack.
- We have incorporated the stealing aspect of Yankee Swap.


## Another dimension: temporary memory

- So far we have not fully incorporated Yankee Swap into this framework.
- All algorithms so far have permanent memory. That is, each agent can propose to each school at most once.
- We can relax this to allow temporary memory: the memory of each school to be reset each time the total number of assigned students increases. This allows seat-stealing.
- A school $s$ is now admissible for $a$ if $a$ has not applied to $s$ since the last reset.
- This gives 4 new algorithms, so 8 in total.
- We label them by memory ( $\mathrm{P} / \mathrm{T}$ ), tiebreak policy $(\mathrm{F} / \mathrm{L})$ and data structure (Q/S). Here PFS is SD, PFQ is the Boston mechanism, TLS is Yankee Swap. Try TFS as a party game and let the youngest go last!
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## Example (Housing allocation for simplicity)

Agents 1, 2, 3 have preferences $a \succ b \succ c \succ d$ and agent 4 has $b \succ a \succ c \succ d$.
Algorithm Allocation Ranks Number of proposals

| PFS | $1: a, 2: b, 3: c, 4: d$ | $(1,2,3,4)$ | 10 |
| :--- | :--- | :--- | :--- |
| PFQ | $1: a, 2: c, 3: d, 4: b$ | $(1,3,4,1)$ | 9 |
| PLS | $1: d, 2: c, 3: a, 4: b$ | $(4,3,1,1)$ | 9 |
| PLQ | $1: d, 2: c, 3: b, 4: a$ | $(4,3,2,2)$ | 10 |
| TFS | $1: d, 2: a, 3: c, 4: b$ | $(4,1,3,1)$ | 15 |
| TFQ | $1: a, 2: b, 3: d, 4: c$ | $(1,2,4,3)$ | 33 |
| TLS | $1: b, 2: a, 3: d, 4: c$ | $(2,1,4,3)$ | 16 |
| TLQ | $1: a, 2: b, 3: d, 4: c$ | $(1,2,4,3)$ | 21 |

## Summary of properties

- The "F" algorithms are student-efficient, and the "L" ones are not.
- Running TTC on the output of the "L" algorithms yields somewhat better welfare than the " F " ones.
- The "Q" algorithms seem much fairer to those later in the tiebreak order than the "S" ones. They can also be implemented using rounds with simultaneous proposals.
- The "T" algorithms seem a little better than the "P" ones in terms of utilitarian welfare and justified envy. They take longer to run, but still low degree polynomial time.
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## Order symmetry

- We define order symmetry, an average-case fairness concept in this ordinal setting: each agent has equal chance of getting their first choice, equal chance of their second item, etc.
$>$ Let $P$ be a probability measure on preferences. An assignment algorithm is order symmetric with respect to $P$ if the expected rank distribution matrix with respect to $P$ has all rows equal.
$\Rightarrow$ This is a concept of fairness at a point in time after the roles of the agents in the algorithm have been determined but before preferences are known.
- Define order bias (with respect to a given scoring rule) to be the difference between maximum and minimum expected utility.
- For example, for SD in the housing allocation setup, the first agent always gets their top choice and the last has to take whatever is left, so order bias is (almost) the average score.
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## Fate of the first and last agent, $n=64,6$ schools




## Order bias for same data using common linear utilities (Borda rule)



## Utilitarian welfare (house allocation, $n=20$, Mallows 0.6 )



## Further developments

- Freeman, Pritchard \& Wilson have formalized order bias and order symmetry [3].
- Pritchard \& Wilson have derived asymptotic results for Boston in the housing allocation model [5].
- Independently, Zick (2022) has used the Yankee Swap idea (with a priority queue to order the proposals) for university course allocation, and it seems very promising.
- There are still many adaptations we could make to the above algorithms.
- We have not yet studied the effect of randomizing the original order, or done a really thorough simulation analysis, or looked at real data.
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## Takeaways

- We have a unified presentation of a family of algorithms including known ones that were not connected before.
- The idea of fictitious dynamic preferences systematically connects one-sided and two-sided matching, and also school choice. This may allow more interesting algorithms to be discovered.
- We should investigate far more social choice mechanisms than we have been doing. Having a greater stock of simply described algorithms allows more flexibility.
- Interesting research can come from any application, and we should be on the lookout.
- Simple concrete examples can lead to important theoretical concepts (we think order symmetry is such a concept).
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